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The Free Quantum Electromagnetic
Field in Smooth Space

Randy S

Abstract This article sketches a way of describing the quantum electromagnetic
field in smooth D-dimensional space, without addressing the technical problems
caused by trying to associate operators with individual points in continuous space.
In the quantum model, the components of the electric and magnetic fields are oper-
ators on a Hilbert space, and they don’t all commute with each other. This article
uses the electric and magnetic field operators to construct operators that create
photons. The relationship between photon polarizations and angular momenta in
D-dimensional space is explored.
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1 Introduction

This article describes a model of the free quantum electromagnetic field.1 This
is quantum electrodynamics without any matter, so the quantum electromagnetic
field is the only player. To distinguish it from quantum electrodynamics with
matter, the model described here will be called quantum electromagnetism
(QEM).

In quantum theory, observables are represented by operators on a Hilbert space.
These operators typically don’t commute with each other. Quantum field theory is
a specialization of quantum theory in which observables are associated with regions
of spacetime. We can try to associate observables with individual points in smooth
spacetime, but then the commutator of two observables at the same point is not
always defined. This problem can often be cured by treating space (or spacetime)
as a discrete lattice instead of as a smooth manifold. Some models can even be
constructed directly in continuous spacetime by smearing the observables slightly
in space or time.2 Both of those approaches work for QEM,3,4 but they both take
some extra effort.

This article does something easier: this article sketches a mathematically näıve
formulation of the quantum electromagnetic field, using observables associated with
points in smooth space. It’s mathematically näıve because it ignores the problems
caused by trying to associate non-commuting operators with individual points in
smooth space. The rest of this article uses the words define and construct in this
näıve sense. This easier approach still has merit, because many of its results remain
essentially valid (with caveats) in mathematically legitimate formulations.

1Calling a field theory free means that the equations of motion are linear. For the electromagnetic field, free
implies that electrically charged objects and currents are absent.

2Article 44563 describes one example.
3Article 51376 constructs QEM properly by treating space as a lattice.
4The lattice approach also works for quantum electrodynamics when interactions with quantum matter (like

electrons) are included.
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2 Outline

• Sections 3-4 will introduce some conventions.

• Sections 5-8 will review classical electrodynamics with a spatial metric that
is not necessarily flat. This extra generality will help clarify the structure of
the quantum model.

• Sections 9-13 will define the model (QEM). Its basic observables are the
electric and magnetic fields, now represented as operators on a Hilbert space
that don’t all commute with each other.

• Sections 14-17 will show that the electric and magnetic field operators satisfy
Maxwell’s equations.

• Sections 18-23 will specialize to a flat but not-necessarily-diagonal spatial
metric, construct the operators that generate translations in space, and relate
the translation operators to the total momentum operators. This relationship
involves the not-necessarily-diagonal spatial metric.

• Sections 24-26 will use the electric and magnetic field operators to introduce
the concept of a photon and its polarization. Issues related to measurement
will not be addressed here, because article 30983 already addresses that for
particles associated with scalar fields, and similar principles apply to photons.

• Section 27 will mention how the model accounts for ordinary electromagnetic
waves. Again, issues related to measurement will not be addressed here,
because article 22792 already does that for particles associated with scalar
fields, and similar principles apply to photons.

• After specializing the spatial metric to be proportional to the identity matrix
so that rotation symmetry is manifest, sections 28-33 will explore a photon’s
angular momentum and its relationship to polarization.
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3 Units conventions

This article uses a system of units in which the permittivity and permeability of
free space (usually denoted ε0 and µ0) are both equal to 1, so the speed of light is
also equal to 1.5 Explicit factors of Planck’s constant ~ will be retained.

This article doesn’t include any electrically charged matter, but it is a step
toward models that do. With that in mind, let q denote the magnitude of the
smallest electric charge that we would eventually want to accommodate. This
article uses a modified convention in which a factor of q is included in the definitions
of the electric and magnetic fields. This convention is common in quantum field
theory when we don’t need to expand things in powers of q.6 In this convention,
the relationship between the total energy and the fields in flat spacetime with D
spatial dimensions is7

energy =

∫
dDx

E2 + B2

2q2
. (1)

Here’s a summary of units in this convention, using [X] to denote the units of the
quantity X, and using M and L to denote units of mass length:5,8

[E] = [B] = M/L [q2] = MLD−2 [~] = ML

[energy] = [momentum] = M.

The case D = 3 is most important for physics, and it is also mathematically special:
a dimensionless combination of q and ~ can be formed if and only if D = 3.

5Article 00669
6With this convention, the coefficient of the kinetic term in the lagrangian is 1/4q2 (https://physics.

stackexchange.com/questions/244162/). One example of a source that uses this convention is Tong (2018), specif-
ically chapter 2 (Yang-Mills theory), chapter 7 (quantum field theory in two dimensions), and chapter 8 (quantum
field theory in three dimensions).

7This equation is an abbreviation for equation (24). Article 78463 introduces this equation using a different
system of units.

8In this convention, magnetic flux – the integral of the magnetic field over a two-dimensional surface – has the
same units as ~. This will be convenient in article 51376.
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4 Index and coordinate conventions

The number of dimensions of space will be denoted D. Index conventions:

• An index from the middle of the alphabet, namely i, j, k, `,m, takes values in
{1, 2, ..., D}.

• An index from the beginning of the alphabet, namely a, b, c, d, takes values
in {0, 1, 2, ..., D}. The index 0 indicates the time coordinate.

The standard summation convention will be used: a sum over a spacetime or spatial
index is implied whenever that index occurs both as a superscript and as a subscript
in the same term. Examples:

• A sum over a ∈ {0, 1, 2, ..., D} is implied in the expression XabYac.

• A sum over j ∈ {1, 2, ..., D} is implied in the expression XjkYj`.

Each superscript in these expressions is an index, not an exponent. The coordinates
of a point x in space will be denoted (x1, x2, ..., xD). The partial derivative with
respect to xk will be denoted ∂k. The time coordinate will be denoted t, and the
partial derivative with respect to t will be denoted either by ∂0 or by an overhead
dot (φ̇ ≡ ∂0φ ≡ dφ/dt).

The standard notation

δjk = δjk =

{
1 if j = k,

0 otherwise
(2)

will also be used.
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5 Generalized spacetime metric

Article 31738 introduces the classical electromagnetic field in flat spacetime, using
a coordinate system in which the spacetime metric has the form:9

g00 = 1 g0k = gk0 = 0 gjk =

{
−1 if j = k,

0 otherwise.
(3)

The first part of this article will allow a more general metric. The conditions10

g00 = 1 g0k = gk0 = 0 | det g | = 1 ∂0gab = 0 (4)

will be assumed, but no further conditions will be imposed. The spatial part is
not necessarily diagonal, and its components gjk are not necessarily independent of
the spatial coordinates. This extra generality will help clarify the reasons for some
details that involve the commutation relations.11

9This article and article 31738 both use the mostly-minus convention for the metric tensor.
10Recall (section 4) that k ∈ {1, 2, ..., D} and a, b ∈ {0, 1, 2, ..., D}.
11Extra generality often helps clarify the reasons for some details that might otherwise seem haphazard. That’s

one of the reasons several articles in this series – including this one – allow an arbitrary number of dimensions.
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6 Components of the electromagnetic field

In D-dimensional space, the electromagnetic field may be described using the field
strength tensor12 whose components Fab are functions of space and time.13 The
components of Fab satisfy the antisymmetry condition

Fab = −Fba. (5)

The field strength tensor includes:13

• the magnetic field, whose components are Bjk ≡ Fjk,
14

• the electric field, whose components are Ek ≡ Fk0.

With one exception (the quantity (2)), the metric is always used to raise or lower
an index. Examples:

F ab ≡ gacgbdFcd (implied sums over c, d ∈ {0, 1, 2, ..., D}),
F jk ≡ gj`gkmF`m (implied sums over `,m ∈ {1, 2, ..., D}),
F j0 ≡ gjkFk0 (implied sum over k ∈ {1, 2, ..., D}),
Ej ≡ gjkEk (implied sum over k ∈ {1, 2, ..., D}). (6)

The definition Ek ≡ Fk0 implies Ek = F k0. This article uses both Ek and Ek,
whichever is more natural in each context.15

12Article 31738
13Remember the index conventions that were established in section 4.
14Two subscripts are used for the magnetic field to facilitate an arbitrary number D of spatial dimensions. Article

31738 explains this in more detail.
15When the metric is given by (3), the relationship (6) reduces to Ek = −Ek. (Article 31738 uses only Ek.) Using

the mostly-plus convention for the metric would eliminate this inconvenient sign, but it would introduce inconvenient
signs elsewhere. The best option is to be comfortable with both conventions.
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7 Equations of motion with a general spatial metric

This section writes the equations of motion for the free electromagnetic field with a
prescribed spacetime metric of the form (4), using the action principle from classical
electrodynamics to motivate the form of the equations.

The action for the free classical electromagnetic field with a prescribed space-
time metric is

S =
−1

4q2

∫
dD+1x

√
| det g | gabgcdFacFbd (7)

with
Fab ≡ ∂aAb − ∂bAa. (8)

When the metric has the form (4), the action (7) becomes16

S =
−1

q2

∫
dD+1x

(
1

2
gjkF0jF0k +

1

4
gjkg`mFj`Fkm

)
. (9)

With this action, the classical equations of motion δS/δA0 = 0 and δS/δAj = 0
are

∂jE
j = 0 (10)

∂0E
j = ∂kF

kj. (11)

Equation (8) implies ∂[aFbc] = 0, where square brackets denote antisymmetrization
of the indices. For later convenience, this can be separated into equations that
involve a time-derivative and equations that don’t:

∂0Bjk + ∂jEk − ∂kEj = 0 (12)

∂[jBk`] = 0. (13)

Equations (10)-(13) are the equations of motion for the free electromagnetic field
with a prescribed spacetime metric of the form (4). Even with that metric, they
are still called Maxwell’s equations.

16Remember the index conventions that were established in section 4.
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8 Energy density and momentum density

In classical electrodynamics, the (Hilbert) stress-energy tensor is17

T ab =
−2√
| det g |

δS

δgab

with S given by (7). Use the identities18

δ

δgab
| det g | = | det g | gab δ

δgab
gcd = −gacgbd

to get

T ab =
1

q2

(
1

4
gabF cdFcd − F acF bdgcd

)
. (14)

When the metric is given by (4), the 00 component of (14) reduces to

T 00 =
1

2q2

(
1

2
F jkFjk − EjEkgjk

)
, (15)

and the 0k components reduce to

T 0k =
1

q2
EjF k`gj`. (16)

The quantities (15) and (16) are the energy density and momentum density, re-
spectively, in classical electrodynamics.

17Article 32191
18Article 11475
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9 Observables and equal-time commutation relations

Sections 5-8 reviewed classical electrodynamics with a generic spatial metric, with-
out any charged objects or currents. This section begins the task of constructing
the quantum version of the model.

The quantum model’s basic observables are the components Fab(x, t) of the
electromagnetic field.19 If R is any finite region of space, then all other observables
in R at time t are expressed in terms of these, with x ∈ R.

In classical electrodynamics, these observables all commute with each other, but
in the quantum model, they don’t. The equal-time commutation relations are20,21

[Ei(y, t), Bjk(x, t)] = i~q2(δij∂k − δik∂j)δ(x− y) (17)

[Ej(y, t), Ek(x, t)] = 0

[Bj′,k′(y, t), Bjk(x, t)] = 0.

The commutation relations (17) resemble the corresponding relations for a massless
scalar field, which are22,23

[φ̇(y, t), ∂jφ(x, t)] = −i∂jδ(x− y) (18)

[φ̇(y, t), φ̇(x, t)] = 0

[∂jφ(y, t), ∂kφ(x, t)] = 0

with φ̇ ≡ ∂φ/∂t.

19When space(time) has a nontrivial topology, the model also has other observables (called line operators) that
cannot all be expressed in terms of these. This article assumes that the topology of spacetime is trivial.

20When used as a subscript or superscript, i ∈ {1, 2, ..., D}. Otherwise, i is a complex number satisfying i2 = −1.
21The notation ∂jδ(x) means the derivative of δ(x) with respect to its argument xj . The derivative of δ(x − y)

with respect to yj is −∂jδ(x− y).
22This comparison refers to what article 37301 calls the trimmed variant of the massless scalar quantum field,

in which φ̇ and ∂φ are observables but φ itself is not.
23No explicit factors of ~ are shown here because they can be absorbed into the definition of φ, which doesn’t

correspond to any real-world field anyway.
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10 Time dependence

In classical electrodynamics, the time dependence of the field’s components Fab(x, t)
is defined by Maxwell’s equations. We could do that in the quantum model, too,
but then we’d need to show that the commutation relations (17) are consistent
with Maxwell’s equations, which takes some work.24 This section uses a different
approach: the time dependence of the field operators Fab(x, t) will be defined in a
way that is clearly consistent with the commutation relations (17). Showing that
the field operators respect Maxwell’s equations will take some work, but that will
be deferred to in sections 14-17, after the model has been defined.

The time dependence of Fab(x, t) is defined by

Fab(x, t) = U(−t)Fab(x, 0)U(t) (19)

with
U(t) = e−iHt/~, (20)

using the hamiltonian H that will be defined in section 11. Equation (20) implies

U(t)U(−t) = 1. (21)

The hamiltonian H and the observables Fab(x, 0) at t = 0 are self-adjoint operators,
so equations (19)-(20) imply that Fab(x, t) is self-adjoint for all t.

The commutation relations (17) are consistent with the time dependence defined
by (19)-(20). This is clear because equations (19) and (21) imply

[X(t), Y (t)] = [U(−t)X(0)U(t), U(−t)Y (0)U(t)] = U(−t)[X(0), Y (0)]U(t),

so if the commutation relations (17) hold at t = 0, then they hold for all t.

24This isn’t an issue in classical electrodynamics, where the commutators are all zero.
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11 The hamiltonian

Equations (19)-(20) express the time dependence of the field operators in terms of
a hamiltonian H. The hamiltonian is

H =

∫
dDx T 00(x, 0) + constant, (22)

where T 00(x, t) is given by equation (15) but with the classical version of the com-
ponents Fab replaced by the corresponding operators. When the metric has the
form (4), the operator H is both the generator of translations in time (equations
(19)-(20)) and the observable corresponding to the system’s total energy. One of
the general principles of quantum field theory is that the spectrum of energies
among all states in the Hilbert space should have a lower bound. When the model
is defined properly (say by treating space as a lattice), the constant term may be
chosen so that the lower bound is zero. That value of the constant term diverges
in the continuous-space limit, but the constant term doesn’t affect anything in this
article, so we can ignore that issue here.

Equation (20) implies
U(−t)HU(t) = H.

Use this together with (21) to infer that the hamiltonian (22) is unchanged when
T 00(x, 0) is replaced with T 00(x, t), so we can also write

H =

∫
dDx T 00(x, t) + constant. (23)

When gjk is given by (3), this reduces to

H =

∫
dDx

∑
j E

2
j (x, t) +

∑
j<k B

2
jk(x, t)

2q2
+ constant, (24)

as previewed in equation (1).

14
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12 The field operators as differential operators

For a massless scalar field, the commutation relations (18) at time t = 0 may
be enforced by using a Hilbert space in which a state-vector is a complex-valued
function Ψ[s] of a collection of real variables s(x). The operators φ̇ and ∂φ in
equations (18) are represented like this:

φ̇(x)Ψ[s] = −i ∂

∂s(x)
Ψ[s] ∂φ(x)Ψ[s] = ∂s(x)Ψ[s].

Similarly, the commutation relations (17) for the electric and magnetic field oper-
ators may be implemented by using a Hilbert space in which a state-vector is a
complex-valued function Ψ[a] of a collection of variables a1(x), a2(x), ..., aD(x).
At time t = 0, the operators Ek and Bjk are represented as25

Ek(x, 0)Ψ[a] = −i~q2 ∂

∂ak(x)
Ψ[a]

Bjk(x, 0)Ψ[a] =
(
∂jak(x)− ∂kaj(x)

)
Ψ[a]. (25)

This implies the commutation relations (17) at t = 0.
By analogy with classical electrodynamics, the second equation in (25) says that

the variables ak(x) correspond to a gauge field or local potential26 – specifically
in the temporal gauge, so that it has only spatial components.

25This representation of Bjk can be used everywhere in space because we’re assuming that space is topologically
trivial. This is an application of the Poincaré lemma (https://ncatlab.org/nlab/show/Poincar%C3%A9+lemma).

26Article 76708
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13 Gauge invariance and the inner product

Instead of allowing arbitrary functions, the Hilbert space in QEM consists only of
gauge invariant functions – functions that satisfy the condition

Ψ[a+ ∂ϕ] = Ψ[a]. (26)

The replacement
ak(x)→ ak(x) + ∂kϕ(x) (27)

is called a gauge transformation. Observables are represented by linear operators
on the Hilbert space, so applying an observable to a gauge invariant function must
always give another gauge invariant function. The operators Ek and Bjk defined
in equations (25) satisfy this condition. Multiplication by ak(x) on its own doesn’t
satisfy this condition, so this does not represent an observable.

To finish defining the Hilbert space, we need to define the inner product.
Schematically, the inner product has the form

〈Ψ1|Ψ2〉 ∼
∫

[da] Ψ∗1[a]Ψ2[a].

The integrand is gauge invariant, so the integral would be undefined if the as were
unrestricted real variables, for the same reason that the integral

∫∞
−∞ dx f(x) is

undefined when f(x) is independent of x. In a standard formulation of QEM that
treats space as a lattice, with distance ε between neighboring points, functions in
the Hilbert space depend on the variables a only through eiaε/~, so we only need to
integrate over −π < aε/~ ≤ π for each of the integration variables.27 The resulting
inner product is finite, even though the integrand is gauge invariant.

This article won’t use the inner product, except implicitly through the assertion
that the operators Ej(x, 0) and Bjk(x, 0) defined in equations (25) are self-adjoint.

27Article 51376
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14 Recovering Maxwell’s equations: outline

In the quantum model that was defined in sections 9-13, the electric and magnetic
field operators satisfy Maxwell’s equations. This will be demonstrated in sections
15-17. Here’s an outline:

• Two of Maxwell’s equations don’t involve time derivatives of Fab, namely
equations (10) and (13), These are called constraint equations. Section 15
will show that the electric and magnetic field operators satisfy the constraint
equations.

• Section 16 will show that the electric and magnetic field operators satisfy
equation (11).

• Section 17 will show that the electric and magnetic field operators satisfy
equation (12).

The derivation of equation (12) in section 17 uses the hamiltonianH, but in classical
electrodynamics, equation (12) is an identity that follows from equation (8) without
ever involving the hamiltonian – or the action S, or the metric. That presents
a paradox: why isn’t the derivation of (12) that trivial in the quantum model?
Actually, it is that trivial in the path integral formulation of the quantum model.
One way to explore the paradox is to study how the Hilbert-space formulation is
derived from the path integral formulation.28 Making sense of the path integral
formulation when gauge fields are involved involves its own challenges, though, so
that won’t be attempted here.

28The path integral formulation uses the fact that LE is quadratic in E ∼ ∂0A, which is why a generalization
analogous to the one in section 16 – generalizing LE(t) to a not-necessarily-quadratic function of the electric field
operators – will not be considered in section 17.
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15 Recovering the constraint equations (10) and (13)

This section shows that the quantum model that was defined in sections 9-13 sat-
isfies the constraint equations (10) and (13), first for t = 0 and then for all t.

When t = 0, the constraint equation (10) is enforced by the fact that the Hilbert
space uses only gauge-invariant functions Ψ[a]. To see how this works, expand the
left-hand side of equation (26) in powers of ∂ϕ to get

Ψ[a+ ∂ϕ] = Ψ[a] +

∫
dDx

(
∂k ϕ(x)

) ∂

∂ak(x)
Ψ[a] +O

(
(∂ϕ)2

)
= Ψ[a]−

∫
dDx ϕ(x)∂k

∂

∂ak(x)
Ψ[a] +O

(
(∂ϕ)2

)
,

with implied sums over k.29 The function ϕ(x) is arbitrary, so using this in (26)
implies

∂k
∂

∂ak(x)
Ψ[a] = 0. (28)

Using the representation of Ek(x, 0) given in equations (25), this may be written

∂kE
k(x, 0) Ψ = 0, (29)

which is the quantum model’s version of Gauss’s law (equation (10)).
When t = 0, the other constraint equation – equation (13) – is also enforced

by the representation (25), because the quantity bjk = ∂jak − ∂kaj automatically
satisfies ∂[ibjk] = 0.

To show that the constraint equations hold for all t, use the fact that they have
the form X(t) = 0, where X(t) is a linear combination of the components of Fab at
time t. For any such X(t), if the equation X(t) = 0 holds at t = 0, then equation
(19) implies that it holds for all t.

29This is a standard extension of the summation convention in section 6.
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16 Recovering equation (11)

This section shows that equation (11) is automatically satisfied in the quantum
model that was defined in sections 9-13. The derivation starts by taking the time
derivative of equation (19), raising the indices, and setting a, b = k, 0 to get

i~∂0E
k(x, t) =

[
Ek(x, t), H

]
. (30)

One way to proceed would be to use the equal-time commutation relations (17)
and equation (23) for the hamiltonian to evaluate the right-hand side of (30). That
works, but this section uses a different approach that provides more insight.

The insight is in the form of a generalization. Instead of focusing on the specific
equation (11), which comes from the specific action (9) in classical electrodynamics,
consider a more general action of the form

S =

∫
dt
(
LE(t) + LB(t)

)
with

LE(t) ≡ −1

2q2

∫
dDx gjkE

j(x, t)Ek(x, t) (31)

and where LB(t) depends only on Ak and its spatial derivatives at time t, with
no time-derivatives. The original action (9) has this form with a specific LB, but
the derivation here will only assume that LB is invariant under time-independent
gauge transformations. With this generalization, the hamiltonian (23) becomes

H = LE(t)− LB(t),

and the equation of motion (11) becomes

∂0E
j(x, t) = Y (x, t) (32)

with

Y (x, t) ≡ q2 ∂

∂Aj(x, t)
LB(t). (33)

19



cphysics.org article 26542 2024-03-04

Now the goal is to show that[
Ej(x, t), H

]
= i~Y (x, t), (34)

because using (34) in (30) gives (32).
Suppose that LB(t) is invariant under time-independent gauge transformations.

Then LB(0) can be promoted to an operator on the Hilbert space by treating each
Ak(x, 0) as multiplication by ak(x). Multiplication by ak(x) by itself doesn’t define
an operator on the Hilbert space, but multiplication by a gauge-invariant function
of these variables does. When LB(0) is treated that way, the representation (25)
combined with the definition (33) immediately shows that (34) holds at t = 0.

Now we just need to show that if (34) holds at t = 0, then it holds for all t.
That follows from this more general result: if X(t) and Y (t) are any two quantities
whose time dependence is defined as in equation (19), then equations (19) and (21)
imply [

X(t), H
]
− i~Y (t) = U(−t)

([
X(0), H

]
− i~Y (0)

)
U(t),

so if
[
X(t), H

]
− i~Y (t) is zero at t = 0, then it’s zero for all t.

Altogether, this shows that the quantum model that was defined in sections
9-13 satisfies equation (11), even when equation (11) and the hamiltonian (23) are
generalized as described above.

20
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17 Recovering equation (12)

This section shows that equation (12) is automatically satisfied in the quantum
model that was defined in sections 9-13.

The derivation starts by taking the time derivative of equation (19) and setting
a, b = j, k to get

i~∂0Bjk(x, t) =
[
Bjk(x, t), H

]
. (35)

The commutation relation (17) says that the components of the magnetic field
commute with each other, so equation (35) reduces to

i~∂0Bjk(x, t) =
[
Bjk(x, t), LE(t)

]
(36)

with LE(t) defined by (31). Now equation (12) can be reproduced by using the
equal-time commutation relations (17) and equation (23) for the hamiltonian to
evaluate the right-hand side of (36).

Instead of working that out directly, we can get the same result more easily by
using the fact that any relationship of the form

Xk = Yk (37)

implies
∂jXk − ∂kXj = ∂jYk − ∂kYj. (38)

We can exploit this by writing

Bjk(x, t) = ∂jAk(x, t)− ∂kAj(x, t) (39)

and treating A•(x, t) formally as an operator, with the understanding that it’s only
meaningful in the combination (39).30 Equation (36) is reproduced by applying the

30This is like the representation (25), but multiplication by ak(x) does not define an operator on the Hilbert space,
because the Hilbert space defined in section 13 uses only gauge invariant functions Ψ[a]. We could try to define
Ak(x, t) as an operator by extending the Hilbert space to a larger vector space that allows arbitrary functions Ψ[a],
but that’s not worth the trouble, because we’re only using the “operators” Ak here as formal devices to organize the
calculation. Also, Gauss’s law (29) would not hold in that larger vector space, because equation (29) says that Ψ[a]
is gauge invariant.
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replacement (37)→(38) to the formal equation

i~∂0Ak(x, t) =
[
Ak(x, t), LE(t)

]
, (40)

and the commutation relation (17) is reproduced by applying the replacement
(37)→(38) to the formal equation31

[Ei(y, t), Ak(x, t)] = −i~q2δikδ(x− y). (41)

Now, instead of using the commutation relation (17) to evaluate the right-hand
side of (36), we can use the simpler commutation relation (41) to evaluate the
right-hand side of (40). This immediately gives

∂0Ak = −Ek,

and applying the replacement (37)→(38) to this formal equation gives equation
(12), as desired. The fact that we never really defined Ak as an operator isn’t
important here, because in hindsight, this is just convenient a way of organizing a
calculation that really only involves the electric and magnetic field operators.

31The sign in (41) matches the sign in (18). Readers familiar with canonical quantization can check that this is as
it should be, because in the expression Πk = δL/δ(∂0Ak) = δLE/δF0k for the canonical conjugate of Ak, the overall
sign of LE cancels the sign in Ek ≡ F k0 = −F 0k.
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18 An abbreviation

The rest of this article is concerned only with observables that are all associated
with the same time, say t = 0, so the abbreviations

Ej(x) ≡ Ej(x, 0) Bjk(x) ≡ Bjk(x, 0) (42)

will be used from now on.

23



cphysics.org article 26542 2024-03-04

19 Translation symmetry in quantum field theory

The rest of this article assumes that the spatial metric is flat, so the system has
translation symmetry. When the metric is flat, we can use a coordinate system in
which its components are independent of the coordinates:

∂` gjk = 0. (43)

The rest of this article uses the condition (43). The specific case (3) will not be
assumed until section 28.

The hamiltonian (22) is the operator that generates translations in time. It
is also the observable corresponding to the system’s total energy. Similarly, the
operators that generate translations in space are closely related to the observables
corresponding to the system’s total momentum. If the spatial metric is proportional
to the identity matrix, as in (3), then the translation operators and momentum
operators are proportional to each other. More generally, if the spatial metric is
constrained only by (43), then the relationship is32

Pk = gkjP
j (44)

where Pk is the operator that generates translations along the kth spatial coordi-
nate, and P j is the operator represents the jth component of the system’s total
momentum. If O(x) is an observable localized at x, like Ej(x) or Bjk(x),33 then
the translation operators Pk and momentum operators P j satisfy

[O(x), Pk] = i~ ∂kO(x) [O(x), P j] = i~ gjk ∂kO(x). (45)

Even though they are related to each other by a linear transformation (equation
(44)), this article will care to distinguish between them, just like this article takes
care to distinguish between Ej and Ej.

32Reminder: a sum over the index j is implied.
33The assertion that the observables Ej(x) and Bjk(x) are localized at the point x is part of the model’s definition.
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20 The momentum and translation operators

The operators representing the system’s total momentum are34

P j ≡
∫
dDx T 0j(x) + constant, (46)

with T 0j given by (16) but with the classical version of the components Fab replaced
by the corresponding operators. The significance of the constant term here is like
what section 11 explained: when the model is defined properly (which we haven’t
quite done in this article), the constant term can be chosen so that the state with
the lowest possible energy has zero momentum. The value of the constant term
doesn’t affect anything in this article, though, so we’ll leave it unspecified.

Combine (46) with (44) to get the general expression for the translation oper-
ators:

Pj ≡
∫
dDx T0j(x) + constant, (47)

and use (16) to motivate the choice35,36

T0j ≡
1

q2
Bjk(x)Ek(x). (48)

I’m calling this a “choice” because the expression (16) in classical field theory
doesn’t tell us how the operators should be ordered in the quantum model. For
the purposes of this article, any choice of ordering of the operators in (48) works
equally well, because any change in the ordering of the operators in T 0j can be
compensated by changing the value of the constant term, which commutes with
everything.

34Article 78463
35Compare this to the momentum in classical electromagnetism (article 78463). The extra factor of q2 here comes

from the convention described in section 3.
36The integral over unbounded space would be undefined, but when considering the commutator of Pj with a local

observable, the integral only needs to include the part of space where the observable is localized.
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21 Translation symmetry in QEM

To check that (47)-(48) is consistent with (45), use the abbreviation

∂`jk ≡ δ`j ∂k − δ`k ∂j (49)

and the commutation relations (17) to get

[E`(y), T0j(x)] = i~E•(x)∂`j•δ(x− y)

[B`m(y), T0j(x)] = i~Bj•(x)∂•`mδ(x− y), (50)

using • as a spatial index to help make the index-heavy equations easier to parse.
A sum over • ∈ {1, 2, ..., D} is implied. Use this in (47) to get[

E`(x), Pj
]

= −i~ ∂`j•E•(x)[
B`m(x), Pj

]
= −i~ ∂•`mBj•(x).

Using the constraint equations (10) and (13) on the right-hand sides gives[
E`(x), Pj

]
= i~ ∂jE`(x)[

B`m(x), Pj
]

= i~ ∂jB`m(x).

This confirms equations (45).

26



cphysics.org article 26542 2024-03-04

22 Translation symmetry and Fourier transforms

In the context of translation symmetry, the Fourier transform is often useful. It’s
useful because it expresses a function f(x) of the spatial coordinates as a linear

combination of functions of the form e−ipkx
k

, which are eigenfunctions of the trans-
lation x→ x + c with eigenvalue e−ipkc

k

.
To facilitate switching back and forth between the momentum operators and

translation operators (equation (44)), this article will write the relationship between
a function f(x) and its Fourier transform f̃(p) as37

f(x) =

∫
dDp

(2π)D
f̃(p)e−i〈p,x〉/~ (51)

with
p ≡ (p1, ..., pD)

and
〈p,x〉 ≡ gjkp

jxk = pkx
k, (52)

using the standard relationship

pk = gjkp
j.

In section 23, the quantities pk and pj will occur as eigenvalues of the translation
operator Pk and momentum operator P j, respectively. When the metric is given
by (3), the quantity (52) reduces to

〈p,x〉 = −p · x ≡ −
∑
k

pkxk. (53)

Equation (53) relates the notation 〈p,x〉 that will be used here to the notation p ·x
that is used in articles 09193, 30983, and 58590.

37To make this completely unambiguous, we should specify whether the integration variables are pk or pk. The
conditions (4) imply that these two versions of the integral are equal to each other except for an overall factor of
det g = (−1)D, which doesn’t affect any relationships or conclusions in this article.
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23 Momentum-shifting operators

Suppose that O(x) is an observable localized at x, and consider the smeared
operator

O(f) ≡
∫
dDx f(x)O(x)

where f(x) is a complex-valued function that approaches zero rapidly enough as
|x| → ∞ to make the integral converge. When f(x) is written in terms of its
Fourier transform, this becomes38

O(f) =

∫
dDx

∫
dDp

(2π)D
f̃(p)e−i〈p,x〉/~O(x), (54)

using the notation that was defined in section 22. We can write (54) formally as

O(f) =

∫
dDp

(2π)D
f̃(p)Õ(−p) with Õ(p) ≡

∫
dDx ei〈p,x〉/~O(x). (55)

The integral that “defines” Õ(p) does not converge on its own, but we can still use
it if we remember that it’s really just part of the integrand in definition of O(f).

Use (45) and (55) to infer

[Õ(p), Pj] = pjÕ(p) ⇒ P jÕ(−p) = Õ(−p)
(
P j + pj).

This shows that applying Õ(−p) to any state adds p to the state’s momentum,39

so Õ(−p) will be called a momentum-shifting operator.

38To be completely unambiguous, we should specify whether the integration variables are pk or pk. The conditions
(4) imply that these two versions of the integral are equal to each other except for an overall factor of det g = (−1)D,
which doesn’t affect any relationships or conclusions in this article.

39The general rule is: if an operator φ satisfies U(−t,−x)φU(t,x) = ei(ωt+〈p,x〉)/~φ with U(t,x) ≡ e−i(Ht+〈P,x〉)/~,
then it adds energy ω and momentum p to any state on which it acts. This agrees with the example in article 00980.
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24 Momentum-shifting operators and constraints

This section derives some consequences of the constraint equations (10) and (13)
for the momentum-shifting operators40

Ẽj(p) ≡
∫
dDx ei〈p,x〉/~Ej(x) B̃jk(p) ≡

∫
dDx ei〈p,x〉/~Bjk(x). (56)

Section 32 will use the relationships derived here to study the angular momentum
of a photon.

Equations (10), (13), and (56) imply

piB̃jk(p) + pjB̃ki(p) + pkB̃ij(p) = 0
〈
p, Ẽ(p)

〉
= 0. (57)

If p = (p1, 0, 0, 0, ..., 0), then these equations imply that B̃jk(p) is nonzero only if

either j or k is equal to 1 and that Ẽj(p) is nonzero only if j 6= 1.
Here’s another consequence that isn’t quite so obvious. Apply the partial deriva-

tive ∂/∂pj to the second of equations (57) to get

Ẽj(p) +

〈
p,

∂

∂pj
Ẽ(p)

〉
= 0.

If p = (p1, 0, 0, 0, ..., 0) and j = 2, then this reduces to

Ẽ2(p) + p1 ∂

∂p2
Ẽ1(p)

∣∣∣∣
p=(p1,0,0,0,...,0)

= 0.

In words: even though Ẽ1(p) is zero when p = (p1, 0, 0, 0, ..., 0), its derivative with
respect to the second component p2 is not zero and in fact is proportional to Ẽ2(p).
This will be used in section 32.

40Using the operators Ej instead of Ek will be convenient in section 25. They are related by Ej = gjkE
k.
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25 Energy-shifting operators and photons

This section constructs an operator a†jk(p) that adds an amount |p| ≡
√
−〈p,p〉

to the energy of any state to which it is applied.
Sections 16-17 showed that the quantum model satisfies Maxwell’s equations

(11)-(12). Take the derivative of the generic time evolution equation (19) with
respect to t and use Maxwell’s equations (11)-(12) to get[

H,Ej(x)
]

= −i~gk`∂kB`j(x)[
H,Bjk(x)

]
= i~

(
∂jEk(x)− ∂kEj(x)

)
. (58)

Equations (56) and (58) imply

[H, Ẽj(p)] = −pkB̃kj(p)

[H, B̃jk(p)] =
(
pjẼk(p)− pkẼj(p)

)
. (59)

Now define41

a†jk(p) ≡ pjẼk(−p)− pkẼj(−p)− |p|B̃jk(−p). (60)

Use equations (59) and the first of equations (57) to get[
H, a†jk(p)

]
= |p| a†jk(p),

which may also be written

Ha†jk(p) = a†jk(p)
(
H + |p|

)
. (61)

Section 23 already showed that applying the operator a†jk(p) to any state adds p

to the state’s momentum. Equation (61) shows that it also adds |p| to the state’s
energy. The excitation created by this operator is called a photon.

41The notation a† is standard for a photon creation operator.
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26 Photon polarizations

For a given momentum p, the operators a†jk(p) are not all linearly independent.
This section shows that in D-dimensional space, only D − 1 of them are linearly
independent. This is the number of linearly independent possible polarizations
of a photon with momentum p.

The energy of a photon can be arbitrarily small but not zero, because the
operator (60) itself is zero when p = 0. For p 6= 0, we can write equation (60) like
this:42

a†jk(p) = pja
†
k(p)− pka†j(p)

with

a†k(p) = Ẽk(−p)− p`

|p|
B̃`k(−p). (62)

The index k takes only D distinct values, so the number of linearly independent
polarizations must be ≤ D. The constraint equation (10) and the antisymmetry of
B̃jk together imply the identity

pka†k(p) = 0,

which reduces the number of linearly independent polarizations to D − 1, so all
available polarizations may be expressed as linear combinations of a fixed set of
D − 1 polarizations. In the most important case D = 3, two linearly independent
polarizations are available for a photon with momentum p.

42For the Ẽ term, this is clear. For the B̃ term, use equation (57).

31



cphysics.org article 26542 2024-03-04

27 Essentially classical electromagnetic waves

Section 25 explained how to construct states with a single photon. Applying n of
those photon creation operators to the vacuum state (the state of lowest energy)
gives a state with n photons. States with a well-defined number of photons are
exceptional, though. Most states don’t have any definite number of photons, be-
cause most states are superpositions (linear combinations) of n-photon states with
nonzero coefficients for infinitely many different values of n.

One special class of states that don’t have any definite number of photons are
the coherent states. These are eigenstates of the annihilation operators (the ad-
joints of the photon creation operators), typically with complex eigenvalues. Article
22792 studies coherent states in a model of a quantum scalar field. The analysis
in QEM is essentially the same except for the existence of more than one polariza-
tion when D ≥ 3, so it won’t be repeated here. The most important conclusion is
that this family of states includes states that behave like classical electromagnetic
waves with respect to measurements of the electric and magnetic field observables
that have sufficiently coarse spatial resolution. They behave like classical elec-
tromagnetic waves in the sense that the standard deviation in the measurement
outcomes is much less than the expectation value. Classical electromagnetism is
an approximation that works well for states like these.
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28 Rotation symmetry in quantum field theory

Suppose that space is flat, as in section 19, but now choose a coordinate system
in which the spatial metric is given by (3) so that rotation symmetry is manifest.
Rotation symmetry about the origin in the j-k plane implies that the model includes
an observable corresponding to the total angular momentum about the origin in
the j-k plane. The operator representing that observable is43,44

J jk =

∫
dDx (T 0jxk − T 0kxj) + constant, (63)

where T 0j are the operators representing momentum density.45 With the metric
(3), J jk is equal to the generator Jjk of rotations about the origin in the j-k plane.
The commutator of Jjk with an observable O(x) localized at x should be[

O(x), Jjk
]

= i~ (xj∂k − xk∂j)O(x) + terms without derivatives, (64)

where the terms without derivatives depend on the tensor nature of O. The sign
convention is such that the effect of a rotation on the momentum generators is

[P `, Jjk] = i~(δ`jPk − δ`kPj). (65)

When ` = j, (65) is the derivative of this relationship with respect to θ at θ = 0:

U(−θ)P jU(θ) = P j cos θ + P k sin θ

with U(θ) ≡ e−iJjkθ/~. Using the momentum density given by equation (16), section
29 will confirm that equation (64) holds when O(x) is an electric or magnetic field
operator, and the explicit expressions for the non-derivative terms will be used to
confirm the sign convention (65).46

43The operator representing total angular momentum about some other point c is given by replacing the explicit
factors of x• in the integrand with x• − c•.

44Recall footnote 36 in section 20.
45Section 8
46In QEM, the derivative terms don’t contribute to the commutator of Jjk with the momentum operators. (In

models of scalar fields, they do.)
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29 Rotation symmetry in QEM

With the metric (3), equation (63) and Jjk = J jk say that the generator of rotations
about the origin in the j-k plane is

Jjk = −
∫
dDx (T0jx

k − T0kx
j) + constant.

Use (50) to get

[E`(x), Jjk] = i~ ∂`j•
(
xkE•(x)

)
− (j ↔ k)

[B`m(x), Jjk] = i~ ∂•`m
(
xkBj•(x)

)
− (j ↔ k). (66)

Using the notation (49) and evaluating the derivatives of the xk factors gives47

[E`(x), Jjk] = i~
(
xk∂`j•E

•(x) + δ`jE
k(x)

)
− (j ↔ k)

[B`m(x), Jjk] = i~
(
xk∂•`mBj•(x) + δkmBj`(x)− δk`Bjm(x)

)
− (j ↔ k)

Using the constraint equations (10) and (13) to simplify the remaining derivatives
gives

[E`(x), Jjk] = i~
(
− xk∂jE`(x) + δ`jE

k(x)
)
− (j ↔ k)

= i~
(

xj∂kE
`(x) + δ`jE

k(x)
)
− (j ↔ k) (67)

[B`m(x), Jjk] = i~
(
− xk∂jB`m(x) + δkmBj`(x)− δk`Bjm(x)

)
− (j ↔ k)

= i~
(

xj∂kB`m(x) + δkmBj`(x)− δk`Bjm(x)
)
− (j ↔ k).

The derivative terms confirm equation (64), and the non-derivative terms may be
used to confirm the sign convention (65).

47In the first equation, a term involving δkj canceled because of the antisymmetry with respect to j ↔ k.
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30 Rotation symmetry and photons

For any given value of |p|, the photon creation operator a†k(p) that was defined in

equation (62) is a linear combination of two terms: one proportional to Ẽk(−p), and
one proportional to p`B̃`k(−p). Using Xk(p) to denote either of these operators,
section 31 will show that they both satisfy[

Xk(p), J12

]
= i~

((
p1∂̃2 − p2∂̃1

)
Xk(p) + δk1X2(p)− δk2X1(p)

)
(68)

with

∂̃j ≡
∂

∂pj
.

This implies that the operators

X±(p) ≡ X1(p)∓ iX2(p)

satisfy

[X±(p), J12] = i~
(
p1∂̃2 − p2∂̃1

)
X±(p)± ~X±(p). (69)

In particular, the photon creation operators

a†±(p) ≡ a†1(p)∓ ia†2(p) (70)

satisfy (69). Section 32 will explain the significance of this result.
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31 Derivation of (68)

This section shows that the operators Ẽk(−p), and p`B̃`k(−p) both satisfy equation
(68), where Xk(p) denotes either of those operators.

The fact that Ẽk(−p) satisfies (68) follows easily from equations (55) and (67)
with the help of the identity

xj∂ke
i〈p,x〉/~ = pk∂̃je

i〈p,x〉/~ (71)

and the lemma48

O′(p) ≡ pj∂̃kO(p) implies O′(−p) = pj∂̃kO(−p). (72)

Showing that p`B̃`k(−p) satisfies (68) requires an extra step. Start by using (55),
(67), and (71) to get

[p`B̃`k(p), J12] = i~ p`
(
p1∂̃2B̃`k(p) + δ2

kB̃1`(p)− δ2
` B̃1k(p)

)
− (1↔ 2).

Use the identity

p`
(
p1∂̃2 − p2∂̃1

)
f(p) =

(
p1∂̃2 − p2∂̃1

) (
p`f(p)

)
+ (p2δ`1 − p1δ`2)f(p)

to get

[p`B̃`k(p), J12] = i~
(
p1∂̃2

(
p`B̃`k(p)

)
+ δ1

kp
`B̃`2(p)

)
− (1↔ 2).

Now use (72) to deduce that p`B̃`k(−p) satisfies (68).

48To check this, consider the case where O(p) is a product of n factors of the components of p. Then O′(p) is
also a product of n factors of the components of p, so the sign ε in O′(−p) = εO′(p) is the same as the sign ε in
O(−p) = εO(p).
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32 The angular momentum of a photon

If a particle has nonzero mass, we can consider a single-particle state in which the
particle’s momentum is zero. The angular momentum of such a state defines the
particle’s intrinsic angular momentum or spin. We can’t apply this definition
to a photon, though, because a photon cannot have zero momentum: when p = 0,
the operators (60) are zero, and the operators (62) are undefined. This is related
to the fact that the energy |p| of a photon approaches zero as its momentum p
approaches zero.49 In other words, photons are massless.

This section shows that we can still consider construct single-photon states with
well-defined angular momentum, but intuition about spin that we developed based
on experience with massive particles doesn’t always apply to photons.50 To help
build some new intuition, this section considers two examples.

If the momentum is orthogonal to the 1-2 plane, so p1 = p2 = 0, then equation
(69) says J12a

†
+(p) = a†+(p)(J12 + ~), so the operator a†+(p) defined in (70) adds

angular momentum ~ in the 1-2 plane to any state on which it acts. Similarly,
the operator a†−(p) adds angular momentum −~ in the 1-2 plane to any state on
which it acts. This configuration is possible only if D ≥ 3, because only then can
a nonzero momentum be orthogonal to the 1-2 plane.

If the momentum is parallel to the 1-2 plane, say p = (p1, 0, 0, ...), then section

24 showed that the right-hand side of (69) is zero when X±(p) = a†±(p), so in this

case each of the operators a†±(p) creates a photon with zero angular momentum
in the 1-2 plane. When D = 2, angular momentum doesn’t have any other com-
ponents, so this shows that the angular momentum of a photon is necessarily zero
when D = 2.51

49Section 25
50Bekaert and Boulanger (2006) use group theory to study the angular momenta of both massive and massless

particles in an arbitrary number of dimensions.
51Bekaert and Boulanger (2006), section B.3.1
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33 Angular momentum and polarization

Section 26 showed that a photon with a given momentum has D − 1 linearly in-
dependent polarizations. If the momentum is p = (0, 0, 0, ..., 0, 1), so that the

Dth component is the only nonzero component, then the operators a†k with k ∈
{1, 2, 3, ..., D−1} represent a set of D−1 linearly independent polarizations. When
D ≥ 3, a different set of D− 1 linearly independent polarizations is represented by
the operators

a†1 + ia†2, a
†
2 + ia†3, a

†
3 + ia†4, ..., a

†
D−2 + ia†D−1, a

†
D−1 ± ia

†
1.

These are linearly independent if the sign in the last operator is chosen appro-
priately.52 This shows that when D ≥ 3, we can choose a set of D − 1 linearly
independent polarizations that each have a definite nonzero angular momentum in
one plane (but not all in the same plane if D ≥ 4).

In the physically important case D = 3, this reduces to the statement that the
two operators a†1 ± ia†2 create linearly independent polarizations that both have
definite values of the angular momentum in the 1-2 plane, namely the values ∓~.
These are the single-photon versions of left-circular and right-circular polarization
in classical electrodynamics.

52To deduce the appropriate sign, multiply the kth operator in the list by (−i)k−1 and then add them all together.

All of the a†k terms with 2 ≤ k ≤ D− 1 cancel, leaving the remainder a†1 ± i(−i)D−2a
†
1. If we choose the sign so that

this is nonzero, then the operators in the list are linearly independent.
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